








































































US 9,612,627 B2 
39 

c. establish an orientation of the virtual camera in the 
virtual environment; 

d. update the location of the virtual camera in the virtual 
environment using x-axisometer data and an x-axi
someter sensor reference data, wherein: 
i. the location of the virtual camera is established in the 

direction of the orientation of the virtual camera if 
the x-axisometer data indicates a pivot down posture 
relative to the x-axisometer sensor reference data; 

ii. the location of the virtual camera is established in the 10 

opposite direction of the orientation of the virtual 
camera if the x-axisometer data indicates a pivot up 
posture relative to the x-axisometer sensor reference 
data; and 

15 
iii. the magnitude of virtual camera location change is 

based on x-axisometer data relative to x-axisometer 
sensor reference data; and 

e. update the orientation of the virtual camera in the 
virtual environment using v-axisometer data and a 20 

v-axisometer sensor reference data, wherein: 
i. the orientation of the virtual camera is established left 

if the v-axisometer data indicates an aim left posture 
relative to a v-axisometer sensor reference data; and 

ii. the orientation of the virtual camera is established 25 

right if the v-axisometer data indicates an aim right 
posture relative to the v-axisometer sensor reference 
data. 

R. The computer readable media of clause Q, further capable 
of causing the computer to update the location of the virtual 30 

camera in the virtual environment using z-axisometer data 
and a z-axisometer sensor reference data, wherein: 

i. the location of the virtual camera is established in the 
direction perpendicularly left of the orientation of the 
virtual camera if the z-axisometer data indicates that tip 35 

left posture relative to the z-axisometer sensor refer
ence data; 

ii. the location of the virtual camera is established in the 
direction perpendicularly right of the orientation of the 
virtual camera if the z-axisometer data indicates a tip 40 

right posture relative to the z-axisometer sensor refer
ence data; and 

iii. the magnitude of virtual camera location change is 
based on z-axisometer data relative to z-axisometer 
sensor reference data. 45 

S. The computer readable media of clause Q, further capable 
of causing the computer to jump the virtual camera to a 
viewing location in relation to content in the virtual envi
ronment in response to a push and pull movement sequence. 
T. The computer readable media of clause Q, further capable 50 

of causing the computer to establish a view lock of the 
virtual camera in the virtual environment in response to a 
push and pull movement sequence, wherein the location of 
the virtual camera is locked or the orientation of the virtual 
camera is locked or both the location of the virtual camera 55 

and the orientation of the virtual camera are locked. 
Having now set forth the preferred embodiments and 

certain modifications of the concepts underlying the present 
invention-which are meant to be exemplary and not lim
iting-various other embodiments and uses as well as cer- 60 

tain variations and modifications thereto may obviously 
occur to those skilled in the art upon becoming familiar with 
the underlying concepts. It is to be understood, therefore, 
that the invention may be practiced otherwise than as 
specifically set forth herein, including using sensors, appa- 65 

ratus, programming languages, toolkits and algorithms (in
cluding adding steps, removing steps, reversing the inter-

40 
pretation of motions, and changing the order of procedures) 
other than those described to effectuate the user experiences 
disclosed herein. 

What is claimed is: 
1. A virtual environment navigation system comprising a 

head-mounted apparatus, wherein the head-mounted appa
ratus comprises a microprocessor, a visual display and one 
or more sensors, wherein the head-mounted apparatus is 
positioned on a person's face such that the visual display is 
positioned in front of the eye(s) of the person and the 
person's line of sight aligns more closely with the z-axis of 
the visual display than with the y-axis of the visual display, 
wherein the head-mounted apparatus is configured to: 

a. generate a virtual environment; 
b. generate a signal to establish a location of a virtual 

camera in the virtual environment; 
c. generate a signal to establish an orientation of the 

virtual camera in the virtual environment; 
d. generate a signal to update the location of the virtual 

camera in the virtual environment along the axis of the 
orientation of the virtual camera using x-axisometer 
data from at least one of the sensors indicating pivot 
down or pivot up of the head-mounted apparatus and an 
x-axisometer sensor reference data, wherein said use of 
x-axisometer sensor data to update the location of the 
virtual camera is effectively decoupled from use of 
v-axisometer sensor data, thereby enabling v-axisome
ter sensor data of the head-mounted apparatus to be 
used independently of x-axisometer sensor data of the 
head-mounted apparatus to update the orientation of the 
virtual camera; and 

e. generate a signal to update the orientation of the virtual 
camera in the virtual environment using v-axisometer 
data from at least one of the sensors indicating pivot left 
or pivot right of the head-mounted apparatus and a 
v-axisometer sensor reference data, wherein said use of 
v-axisometer sensor data to update the orientation of 
the virtual camera is effectively decoupled from use of 
x-axisometer sensor data, thereby enabling x-axisome
ter sensor data of the head-mounted apparatus to be 
used independently of v-axisometer sensor data of the 
head-mounted apparatus to update the location of the 
virtual camera. 

2. The system of claim 1, wherein the virtual environment 
comprises a plurality of video panes and a plurality of virtual 
speakers, wherein: 

a. a plurality of videos play simultaneously in distinct 
locations in the virtual environment; and 

b. a plurality of sounds are produced for display as if 
coming from distinct locations in the virtual environ
ment. 

3. The system of claim 2, wherein at least one of the 
plurality of videos comprises a videoconference stream. 

4. The system of claim 1, wherein: 
a. the updated location of the virtual camera is established 

in the direction of the orientation of the virtual camera 
if the x-axisometer data indicates a pivot down posture 
relative to the x-axisometer sensor reference data; and 

b. the updated location of the virtual camera is established 
in the opposite direction of the orientation of the virtual 
camera if the x-axisometer data indicates a pivot up 
posture relative to the x-axisometer sensor reference 
data. 

5. The system of claim 1, wherein the x-axisometer sensor 
reference data comprises one or more neutral zone thresh
olds. 
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6. The system of claim 1, wherein the magnitude of virtual 
camera location change is based on the x-axisometer data 
relative to the x-axisometer sensor reference data. 

7. The system of claim 1, wherein: 
a. the updated orientation of the virtual camera is estab

lished left if the v-axisometer data indicates an aim left 
posture relative to the v-axisometer sensor reference 
data; and 

42 
the virtual camera if the z-axisometer data indicates 
a tip right posture of the head-mounted apparatus 
relative to the z-axisometer sensor reference data. 

14. The system of claim 13, wherein the virtual environ
ment is produced to appear three-dimensional. 

15. The system of claim 13, wherein the z-axisometer 
sensor reference data comprises one or more neutral zone 
thresholds. 

b. the updated orientation of the virtual camera is estab
lished right if the v-axisometer data indicates an aim 
right posture relative to the v-axisometer sensor refer
ence data. 

10 
16. The system of claim 13, wherein the magnitude of 

virtual camera location change is based on the z-axisometer 
data relative to the z-axisometer sensor reference data. 

17. A virtual environment navigation system comprising 
a head-mounted apparatus, wherein the head-mounted appa-

8. The system of claim 1, wherein the v-axisometer sensor 
reference data comprises one or more neutral zone thresh
olds. 

9. The system of claim 1, further configured to generate 
a signal to update the location of the virtual camera in the 
virtual environment using z-axisometer data from at least 
one of the sensors indicating tip left or tip right of the 
apparatus and a z-axisometer sensor reference data. 

15 ratus comprises a microprocessor, a visual display and one 
or more sensors, wherein the head-mounted apparatus is 
positioned on a person's face such that the visual display is 
positioned in front of the eye(s) of the person and the 
person's line of sight aligns more closely with the z-axis of 

10. The system of claim 9, wherein: 
20 the visual display than with the y-axis of the visual display, 

wherein the head-mounted apparatus is configured to: 
a. the updated location of the virtual camera is established 

in the direction perpendicularly left of the orientation of 
the virtual camera if the z-axisometer data indicates a 
tip left posture relative to the z-axisometer sensor 25 

reference data; and 
b. the updated location of the virtual camera is established 

in the direction perpendicularly right of the orientation 
of the virtual camera if the z-axisometer data indicates 
a tip right posture relative to the z-axisometer sensor 30 

reference data. 
11. The system of claim 1, further configured to generate 

a signal to jump the virtual camera to a viewing location in 
relation to content in the virtual environment. 

12. The system of claim 1, further configured to generate 35 

a signal to establish a view lock of the virtual camera in the 
virtual environment, wherein control of the location of the 
virtual camera is blocked or control of the orientation of the 
virtual camera is blocked or control of both the location of 
the virtual camera and the orientation of the virtual camera 40 

is blocked. 
13. A virtual environment navigation system comprising 

a head-mounted apparatus, wherein the head-mounted appa
ratus comprises a microprocessor, a visual display and one 
or more sensors, wherein the head-mounted apparatus is 45 

positioned on a person's face such that the visual display is 
positioned in front of the eye(s) of the person and the 
person's line of sight aligns more closely with the z-axis of 
the visual display than with the v-axis of the visual display, 
wherein the head-mounted apparatus is configured to: 50 

a. generate a virtual environment; 
b. generate a signal to establish a location of a virtual 

camera in the virtual environment; 
c. generate a signal to establish an orientation of the 

virtual camera in the virtual environment; and 
d. generate a signal to update the location of the virtual 

camera in the virtual environment using z-axisometer 
data from at least one of the sensors indicating tip left 
or tip right of the head-mounted apparatus and a 
z-axisometer sensor reference data, and: 
i. the location of the virtual camera is established in the 

direction perpendicularly left of the orientation of the 
virtual camera if the z-axisometer data indicates a tip 
left posture of the head-mounted apparatus relative 
to the z-axisometer sensor reference data; and 

ii. the location of the virtual camera is established in the 
direction perpendicularly right of the orientation of 

55 

60 

65 

a. generate a three-dimensional virtual environment com
prising a plurality of video panes and a plurality of 
virtual speakers, wherein: 
i. a plurality of videos play simultaneously in distinct 

locations in the virtual environment; and 
ii. a plurality of sounds are produced for display as if 

coming from distinct locations in the virtual envi
ronment; 

b. generate a signal to establish a location of a virtual 
camera in the virtual environment; 

c. generate a signal to establish an orientation of the 
virtual camera in the virtual environment; 

d. generate a signal to update the location of the virtual 
camera in the virtual environment along the axis of the 
orientation of the virtual camera using x-axisometer 
data from at least one of the sensors indicating pivot up 
or pivot down of the head-mounted apparatus and an 
x-axisometer sensor reference data, wherein said use of 
x-axisometer sensor data to update the location of the 
virtual camera is effectively decoupled from use of 
v-axisometer sensor data, thereby enabling v-axisome
ter sensor data of the head-mounted apparatus to be 
used independently of x-axisometer sensor data of the 
head-mounted apparatus to update the orientation of the 
virtual camera, and: 
i. the location of the virtual camera is established in the 

direction of the orientation of the virtual camera if 
the x-axisometer data indicates a pivot down posture 
relative to the x-axisometer sensor reference data; 

ii. the location of the virtual camera is established in the 
opposite direction of the orientation of the virtual 
camera if the x-axisometer data indicates a pivot up 
posture relative to the x-axisometer sensor reference 
data; and 

iii. the magnitude of virtual camera location change is 
based on x-axisometer data relative to x-axisometer 
sensor reference data; and 

e. generate a signal to update the orientation of the virtual 
camera in the virtual environment using v-axisometer 
data from at least one of the sensors indicating pivot left 
or pivot right of the head-mounted apparatus and a 
v-axisometer sensor reference data, wherein said use of 
v-axisometer sensor data to update the orientation of 
the virtual camera is effectively decoupled from use of 
x-axisometer sensor data, thereby enabling x-axisome-
ter sensor data of the head-mounted apparatus to be 
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used independently of v-axisometer sensor data of the 
head-mounted apparatus to update the location of the 
virtual camera, and: 
i. the orientation of the virtual camera is established left 

if the v-axisometer data indicates an aim left posture 
relative to a v-axisometer sensor reference data; and 

44 
ii. the location of the virtual camera is established in the 

direction perpendicularly right of the orientation of the 
virtual camera if the z-axisometer data indicates a tip 
right posture relative to the z-axisometer sensor refer
ence data; and 

iii. the magnitude of virtual camera location change is 
based on z-axisometer data relative to z-axisometer 
sensor reference data. 

ii. the orientation of the virtual camera is established 
right if the v-axisometer data indicates an aim right 
posture relative to the v-axisometer sensor reference 
data. 10 

19. The system of claim 17, further configured to generate 
a signal to jump the virtual camera to a viewing location in 
relation to content in the virtual environment in response to 
a movement sequence. 

18. The system of claim 17, further configured to generate 
a signal to update the location of the virtual camera in the 
virtual environment using z-axisometer data from at least 
one of the sensors indicating tip left or tip right of the 
head-mounted apparatus and a z-axisometer sensor refer- 15 

ence data, and: 
i. the location of the virtual camera is established in the 

direction perpendicularly left of the orientation of the 
virtual camera if the z-axisometer data indicates a tip 
left posture relative to the z-axisometer sensor refer
ence data; 

20. The system of claim 17, further configured to generate 
a signal to establish a view lock of the virtual camera in the 
virtual environment in response to a push and pull move
ment sequence, wherein the location of the virtual camera is 
locked or the orientation of the virtual camera is locked or 
both the location of the virtual camera and the orientation of 
the virtual camera are locked. 

* * * * * 
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